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Motivation & Background

▶Constraint-based causal discovery utilizes multiple conditional
independence tests (CITs) to induce underlying causal structure of data.

▶Starting from a complete undirected graph, PC algorithm removes edges
based on CIT results accordingly.
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▶However, high-order CITs with low power often yield false negatives,
propagating errors throughout the structure learning process.

▶Prior works have tackled this issue with either simple heuristics or
complicated routines with heavy computational burden.
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Figure 2: Behavior of the HITON-PC (|Z| > 0) and PC
with heuristic power rule (adapted from Tsamardinos et al.
[2006])

We present the algorithmic behavior of the heuristic power
rule in Fig. 2, where it leaves a substantial portion of CITs
with CI statements untouched, even though they are suspi-
cious of being unreliable. This phenomenon is problematic
because even with the number of data instances above the
user-specified reliability criterion, we can expect that CITs
falsely declare independence due to their lack of statistical
power. In this respect, our approach should aim possibly all
the CI statements during the learning process. Putting pre-
existing heuristics aside, how can we properly tell whether
CI statements from CITs are true?

Inspiration for our method comes from the fact that the out-
come of the CIT can be constrained by the outcomes of other
CITs through graphoid axioms [Pearl and Paz, 1987]. This
insight opens the door for CI statement correction through
deductive reasoning with the rules derived from graphoid
axioms. It provides a sound way to reason about the CI
query of interest from multiple other CI statements that we
judge to be reliable. In this regard, we sketch our approach
as follows. For every CI statement from CIT performed,
we conduct deductive reasoning to figure out whether a de-
pendence statement can be logically obtained from other
low-order CITs. If it can be, we adopt the result from deduc-
tive reasoning and, if otherwise, the one from a statistical
test.

In our approach, we restricted the ingredients of our deduc-
tive reasoning to low-order CIT, whose conditioning set is
a proper subset of that of the CI query. They are expected
to be more reliable than CI statements of our interest since
the amount of data needed for sound statistical inference
is smaller. As we are in favor of low-order tests over high-
order tests in regard to reliability, we believe in the result
from deductive reasoning whenever a dependence statement
is logically attainable from these low-order tests. If needed,
we add new low-order CITs for our reasoning. As long as
the CIT is low-order, then the corresponding test result is
eligible to be the ingredients of our deductive reasoning
and should be performed. Furthermore, allowing conduct-
ing more CITs, not just already executed, can sometimes
broaden the scope to which our deductive reasoning can be
applied.

3.1 RULES FOR DEDUCTIVE REASONING

As discussed earlier, we only utilize low-order CIT results
for our method. Using strictly low-order tests for deductive
reasoning serves as a constraint that guides us to select only
a few specific rules of graphoid axioms. In the following,
we present the rules for our reasoning method from selected
rules.

Proposition 1. Under the faithful Bayesian network (G, P ),
let X, Y, and Z be disjoint subsets of V where Z is par-
titioned into Z0 and Z00 such that Z = Z0 t Z00, |Z00| = 1.
Then, (X 6?? Y | Z) if one of the following holds:

1. (X 6?? Y | Z0) ^ (X ?? Z00 | Z0)

2. (X ?? Y | Z0) ^ (X 6?? Z00 | Z0) ^ (Y 6?? Z00 | Z0)

These rules provide a theoretical background for our de-
ductive reasoning-based approach. They stipulate several
conditions where we can deduce high-order dependence
statements from strictly low-order CI statements. Note that
the first condition in Prop. 1 can be modified to

(X 6?? Y | Z0) ^ (Y ?? Z00 | Z0)

by the symmetry, which we will make use of it in the sequel.
We now proceed to incorporate these rules into an algorithm.

3.2 INCORPORATING DEDUCTIVE REASONING
RULES INTO ALGORITHM

We propose DEDUCE-DEP (Alg. 1), a sound algorithm for
deducing dependence statements from strictly low-order CI
statements. In particular, it can be viewed as a special case
of Prop. 1 where X = {X} and Y = {Y }.

As DEDUCE-DEP is designed to examine CI statements from
CITs, arguments of the algorithm are X , Y , Z which con-
stitutes the statement (X ?? Y | Z) from CIT. We let the
size of the minimal conditioning set as a hyperparameter K,
which specifies the base case for recursive calls. As an out-
put, DEDUCE-DEP returns whether a dependence statement
(X 6?? Y | Z) is logically attainable from the results from
strictly low-order CITs.

DEDUCE-DEP starts with checking the size of conditioning
set Z (line 3). If it is smaller than the reliability thresh-
old K, then DEDUCE-DEP returns FALSE, affirming the
corresponding CIT result since the algorithm regards it
as reliable. If not, DEDUCE-DEP proceeds to partition Z
into a singleton {Z} and the complementary Z0 (lines 4–
5 in Alg. 1). Based on Prop. 1, it performs three CITs,
(X; Y | Z0), (X; Z | Z0), (Y ; Z | Z0), to infer whether
(X 6?? Y | Z0, Z) is deducible or not (line 6), where the
results are marked in marker. If the marked result is indepen-
dence, then it recursively calls DEDUCE-DEP (lines 7–8) and
mark the results either from CITs or deductive reasoning

Deductive Reasoning for Causal Discovery

Q. How can we properly correct unreliable CIT results for robust structure learning?
A. Utilize relationships with other CIT results for correcting unreliable CIT result!

Ingredients: Graphoid Axioms

▶Graphoid axioms (Pearl and Paz, 1987) can be used to
constrain CI statements by other CI statements.

▶Under the faithfulness, we have more relaxed rules
derived from graphoid axioms as follows: (selected)

Symmetry: (X ⊥⊥ Y | Z)
⇐⇒ (Y ⊥⊥ X | Z)

Decomposition: (X ⊥⊥ Y,W | Z)
=⇒ (X ⊥⊥ Y | Z) ∧ (X ⊥⊥W | Z)

Contraction: (X ⊥⊥ Y | Z) ∧ (X ⊥⊥W | Z,Y)
=⇒ (X ⊥⊥ Y,W | Z)

Weak Transitivity: (X ⊥⊥ Y | Z) ∧ (X ⊥⊥ Y | Z,W )

=⇒ (X ⊥⊥W | Z) ∨ (W ⊥⊥ Y | Z)

Deducing Dependence

We provide a condition for deducing higher-order
dependence statement with lower-order CI statements.

Theorem Deduce-Dep
Under the faithful Bayesian network (G,P),
let {X} ⊔ {Y} ⊔ Z ⊆ V, Z ∈ Z, and Z′ = Z \ {Z}.
If

(X ̸⊥⊥ Y | Z′)⊕
(
(X ̸⊥⊥ Z | Z′) ∧ (Y ̸⊥⊥ Z | Z′)

)
,

then (X ̸⊥⊥ Y | Z) holds.

Illustrative Example

Y

X

Z ′

Z ′′

CD algorithm tries to discover the left. It tries to examine X − Y where
the following are accurately obtained:

(X ̸⊥⊥ Y | Z ′) and (X ̸⊥⊥ Y | Z ′′).
Unfortunately, the relationship between X and Y is relatively weak, and
we wrongly obtained:

(X ⊥⊥ Y | Z ′,Z ′′),
We may have a doubt about the CIT result, worrying about its power
being low. Then, we may examine the following CI between Y and Z ′′

given Z ′, where the CIT correctly yields (Y ⊥⊥ Z ′′ | Z ′). In such case, we
can indeed induce ( X ̸⊥⊥ Y | Z ′,Z ′′ ) from the two existing CIT results
and (Y ⊥⊥ Z ′′ | Z ′) via applying rules derived from graphoid axioms.

Algorithm: Deduce-Dep

▶Our method replaces unreliable CIT results with deductively reasoned results from lower-order CITs,
which are deemed more reliable.

▶Our method can be effortlessly plugged into any constraint-based structure learning algorithm.

1: Input: {X}, {Y},Z disjoint subsets of V, reliability
threshold K (default 1)

2: Output: Whether (X ̸⊥⊥ Y | Z) is deducible or not.
3: if |Z| ≤ K return FALSE

4: for Z ∈ Z
5: Z′ ← Z \ {Z}
6: for (A,B,C) in {(X ,Y ,Z′), (X ,Z ,Z′), (Y ,Z ,Z′)}
7: if (A ⊥⊥ B | C) and not DEDUCE-DEP(A,B,C)

8: mark (A;B | C) as ⊥⊥
9: else mark (A;B | C) as ̸⊥⊥

10: if (X ̸⊥⊥ Y | Z′)⊕
(
(X ̸⊥⊥ Z | Z′) ∧ (Y ̸⊥⊥ Z | Z′)

)
11: return TRUE

12: return FALSE

1: Input: a set of variables V, and CI tester
2: Output: a CPDAG
3: Initialize G with a complete undirected graph
4: for k ∈ 1,2, . . . ,
5: for an ordered pair of adjacent vertices (X ,Y ) ∈ G s.t. |Ne({X})G\{Y}| ≥ k
6: for S ⊆ Ne({X})G \ {Y} s.t. |S| = k
7: if (X ⊥⊥ Y | S)
8: if not DEDUCE-DEP({X}, {Y},S)
9: Remove X -Y from G

10: else break
11: Orient G for unshielded colliders
12: Complete orientation of G with Meek’s rules
13: return G

Experimental Results

Under data-scarce scenarios, our method improves the performance of
structure learning (continuous or discrete, linear or non-linear).
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Figure 4: Performances (in the order of F1, precision, and recall) with varying dataset sizes. Blue (w/ DD) and red (as-is)
lines are for with and without DEDUCE-DEP. Darker and light lines are for ↵ = 0.05 and 0.01, respectively. Error bars are
standard deviation.

tive reasoning is quite comparable to cases where it is not
applied. In cases where deductive reasoning was applied,
there were instances where both recall and precision in-
creased compared to scenarios without it. This phenomenon
can be explained by the interplay of false positives and false
negatives occurring during the structure learning process
[Armen and Tsamardinos, 2014]. False positives (in this
context, wrongly added edges) occurring in the structure
learning process can actually be induced by false negatives
from previous steps. False positives, in turn, can incur false
negatives (wrongly omitted edges), further propagating er-
rors. However, Tables 7 and 8 indicate that incorporating
deductive reasoning into the structure learning might help
break this vicious circle to some extent.

Computational cost. DEDUCE-DEP can be characterized as
a method that corrects unreliable test results by deductive
reasoning, adding new CITs if needed. Therefore, applying
our method to causal discovery algorithms may lead to an
increase in the total number of CITs performed, compared
to when it is not applied. In practice, our method efficiently
reuses previously conducted CI information during the struc-
ture learning process. However, despite its optimized imple-
mentation, we can reasonably expect that the total number
of tests may still increase.

An intriguing observation from Fig. 5 is that in cases where
data is scarce, such as when n = 200, 500, 1000, there isn’t
a significant increase in terms of the number of CITs and
time compared to the original algorithm. These observations
are particularly pronounced in the PC algorithm compared
to HITON-PC, primarily due to the dependent nature of the

HITON-PC algorithm on a target variable. According to
Tables 7 and 8, the application of deductive reasoning in
these regimes yields a pronounced performance improve-
ment. These results indicate that our method efficiently cor-
rects unreliable CI statements, adding only a few new tests.
However, as the amount of data increases further, we can
observe a trend where the runtime increases along with the
number of CITs performed. In addition, for relatively large
data sizes, such as n = 2000, it can be noted that applying
deductive reasoning results in significantly more additional
tests compared to when it is not applied. This gap can be
attributed to the fact that as the data quantity increases,
the reliability of tests also increases accordingly, but our
methodology continues to examine every independence en-
countered in the causal discovery process with suspicion
through deductive reasoning. Thus, if a sufficient amount of
data is available, the necessity of our methodology might
diminish. However, such a conclusion does not contradict
the rationale behind our method, since it is primarily devised
to effectively improve structure learning under data-scarce
scenarios.

6 RELATED WORKS

In discussing various approaches to addressing unreliable
CITs, there are two main perspectives: namely, an internal
perspective focusing solely on the test itself and an external
perspective taking into account relationships with other tests.
The internal perspective involves seeking solutions within
the confines of a single statistical test, such as enhancing its

0.5

0.6

0.7

0.8

F1

Alarm (HITON)

0.3

0.5

0.7

Alarm (PC)

0.6

0.7

0.8

0.9

F1

Sachs (HITON)

0.3

0.5

0.7

0.9

Sachs (PC)

20
0

50
0

10
00

20
00

size of dataset

0.4

0.5

0.6

F1

Insurance (HITON)

20
0

50
0

10
00

20
00

size of dataset

0.3

0.4

0.5

0.6

Insurance (PC)

as-is
w/ DD

0.7

0.8

0.9

P
re

ci
si

on

Alarm (HITON)

0.8

0.9

1.0

Alarm (PC)

0.8

0.9

P
re

ci
si

on

Sachs (HITON)

0.8

0.9

1.0

Sachs (PC)

20
0

50
0

10
00

20
00

size of dataset

0.7

0.8

0.9

P
re

ci
si

on

Insurance (HITON)

20
0

50
0

10
00

20
00

size of dataset

0.8

0.9

1.0

Insurance (PC)

as-is
w/ DD

0.4

0.5

0.6

0.7

R
ec

al
l

Alarm (HITON)

0.2

0.4

0.6

Alarm (PC)

0.5

0.6

0.7

0.8

R
ec

al
l

Sachs (HITON)

0.1

0.3

0.5

0.7

Sachs (PC)

20
0

50
0

10
00

20
00

size of dataset

0.3

0.4

R
ec

al
l

Insurance (HITON)

20
0

50
0

10
00

20
00

size of dataset

0.2

0.3

0.4

0.5
Insurance (PC)

as-is
w/ DD

Figure 4: Performances (in the order of F1, precision, and recall) with varying dataset sizes. Blue (w/ DD) and red (as-is)
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tive reasoning is quite comparable to cases where it is not
applied. In cases where deductive reasoning was applied,
there were instances where both recall and precision in-
creased compared to scenarios without it. This phenomenon
can be explained by the interplay of false positives and false
negatives occurring during the structure learning process
[Armen and Tsamardinos, 2014]. False positives (in this
context, wrongly added edges) occurring in the structure
learning process can actually be induced by false negatives
from previous steps. False positives, in turn, can incur false
negatives (wrongly omitted edges), further propagating er-
rors. However, Tables 7 and 8 indicate that incorporating
deductive reasoning into the structure learning might help
break this vicious circle to some extent.

Computational cost. DEDUCE-DEP can be characterized as
a method that corrects unreliable test results by deductive
reasoning, adding new CITs if needed. Therefore, applying
our method to causal discovery algorithms may lead to an
increase in the total number of CITs performed, compared
to when it is not applied. In practice, our method efficiently
reuses previously conducted CI information during the struc-
ture learning process. However, despite its optimized imple-
mentation, we can reasonably expect that the total number
of tests may still increase.

An intriguing observation from Fig. 5 is that in cases where
data is scarce, such as when n = 200, 500, 1000, there isn’t
a significant increase in terms of the number of CITs and
time compared to the original algorithm. These observations
are particularly pronounced in the PC algorithm compared
to HITON-PC, primarily due to the dependent nature of the

HITON-PC algorithm on a target variable. According to
Tables 7 and 8, the application of deductive reasoning in
these regimes yields a pronounced performance improve-
ment. These results indicate that our method efficiently cor-
rects unreliable CI statements, adding only a few new tests.
However, as the amount of data increases further, we can
observe a trend where the runtime increases along with the
number of CITs performed. In addition, for relatively large
data sizes, such as n = 2000, it can be noted that applying
deductive reasoning results in significantly more additional
tests compared to when it is not applied. This gap can be
attributed to the fact that as the data quantity increases,
the reliability of tests also increases accordingly, but our
methodology continues to examine every independence en-
countered in the causal discovery process with suspicion
through deductive reasoning. Thus, if a sufficient amount of
data is available, the necessity of our methodology might
diminish. However, such a conclusion does not contradict
the rationale behind our method, since it is primarily devised
to effectively improve structure learning under data-scarce
scenarios.

6 RELATED WORKS

In discussing various approaches to addressing unreliable
CITs, there are two main perspectives: namely, an internal
perspective focusing solely on the test itself and an external
perspective taking into account relationships with other tests.
The internal perspective involves seeking solutions within
the confines of a single statistical test, such as enhancing its
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tive reasoning is quite comparable to cases where it is not
applied. In cases where deductive reasoning was applied,
there were instances where both recall and precision in-
creased compared to scenarios without it. This phenomenon
can be explained by the interplay of false positives and false
negatives occurring during the structure learning process
[Armen and Tsamardinos, 2014]. False positives (in this
context, wrongly added edges) occurring in the structure
learning process can actually be induced by false negatives
from previous steps. False positives, in turn, can incur false
negatives (wrongly omitted edges), further propagating er-
rors. However, Tables 7 and 8 indicate that incorporating
deductive reasoning into the structure learning might help
break this vicious circle to some extent.

Computational cost. DEDUCE-DEP can be characterized as
a method that corrects unreliable test results by deductive
reasoning, adding new CITs if needed. Therefore, applying
our method to causal discovery algorithms may lead to an
increase in the total number of CITs performed, compared
to when it is not applied. In practice, our method efficiently
reuses previously conducted CI information during the struc-
ture learning process. However, despite its optimized imple-
mentation, we can reasonably expect that the total number
of tests may still increase.

An intriguing observation from Fig. 5 is that in cases where
data is scarce, such as when n = 200, 500, 1000, there isn’t
a significant increase in terms of the number of CITs and
time compared to the original algorithm. These observations
are particularly pronounced in the PC algorithm compared
to HITON-PC, primarily due to the dependent nature of the

HITON-PC algorithm on a target variable. According to
Tables 7 and 8, the application of deductive reasoning in
these regimes yields a pronounced performance improve-
ment. These results indicate that our method efficiently cor-
rects unreliable CI statements, adding only a few new tests.
However, as the amount of data increases further, we can
observe a trend where the runtime increases along with the
number of CITs performed. In addition, for relatively large
data sizes, such as n = 2000, it can be noted that applying
deductive reasoning results in significantly more additional
tests compared to when it is not applied. This gap can be
attributed to the fact that as the data quantity increases,
the reliability of tests also increases accordingly, but our
methodology continues to examine every independence en-
countered in the causal discovery process with suspicion
through deductive reasoning. Thus, if a sufficient amount of
data is available, the necessity of our methodology might
diminish. However, such a conclusion does not contradict
the rationale behind our method, since it is primarily devised
to effectively improve structure learning under data-scarce
scenarios.

6 RELATED WORKS

In discussing various approaches to addressing unreliable
CITs, there are two main perspectives: namely, an internal
perspective focusing solely on the test itself and an external
perspective taking into account relationships with other tests.
The internal perspective involves seeking solutions within
the confines of a single statistical test, such as enhancing its
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tive reasoning is quite comparable to cases where it is not
applied. In cases where deductive reasoning was applied,
there were instances where both recall and precision in-
creased compared to scenarios without it. This phenomenon
can be explained by the interplay of false positives and false
negatives occurring during the structure learning process
[Armen and Tsamardinos, 2014]. False positives (in this
context, wrongly added edges) occurring in the structure
learning process can actually be induced by false negatives
from previous steps. False positives, in turn, can incur false
negatives (wrongly omitted edges), further propagating er-
rors. However, Tables 7 and 8 indicate that incorporating
deductive reasoning into the structure learning might help
break this vicious circle to some extent.

Computational cost. DEDUCE-DEP can be characterized as
a method that corrects unreliable test results by deductive
reasoning, adding new CITs if needed. Therefore, applying
our method to causal discovery algorithms may lead to an
increase in the total number of CITs performed, compared
to when it is not applied. In practice, our method efficiently
reuses previously conducted CI information during the struc-
ture learning process. However, despite its optimized imple-
mentation, we can reasonably expect that the total number
of tests may still increase.

An intriguing observation from Fig. 5 is that in cases where
data is scarce, such as when n = 200, 500, 1000, there isn’t
a significant increase in terms of the number of CITs and
time compared to the original algorithm. These observations
are particularly pronounced in the PC algorithm compared
to HITON-PC, primarily due to the dependent nature of the

HITON-PC algorithm on a target variable. According to
Tables 7 and 8, the application of deductive reasoning in
these regimes yields a pronounced performance improve-
ment. These results indicate that our method efficiently cor-
rects unreliable CI statements, adding only a few new tests.
However, as the amount of data increases further, we can
observe a trend where the runtime increases along with the
number of CITs performed. In addition, for relatively large
data sizes, such as n = 2000, it can be noted that applying
deductive reasoning results in significantly more additional
tests compared to when it is not applied. This gap can be
attributed to the fact that as the data quantity increases,
the reliability of tests also increases accordingly, but our
methodology continues to examine every independence en-
countered in the causal discovery process with suspicion
through deductive reasoning. Thus, if a sufficient amount of
data is available, the necessity of our methodology might
diminish. However, such a conclusion does not contradict
the rationale behind our method, since it is primarily devised
to effectively improve structure learning under data-scarce
scenarios.

6 RELATED WORKS

In discussing various approaches to addressing unreliable
CITs, there are two main perspectives: namely, an internal
perspective focusing solely on the test itself and an external
perspective taking into account relationships with other tests.
The internal perspective involves seeking solutions within
the confines of a single statistical test, such as enhancing its

0.5

0.6

0.7

0.8

F1

Alarm (HITON)

0.3

0.5

0.7

Alarm (PC)

0.6

0.7

0.8

0.9

F1

Sachs (HITON)

0.3

0.5

0.7

0.9

Sachs (PC)

20
0

50
0

10
00

20
00

size of dataset

0.4

0.5

0.6

F1

Insurance (HITON)

20
0

50
0

10
00

20
00

size of dataset

0.3

0.4

0.5

0.6

Insurance (PC)

as-is
w/ DD

0.7

0.8

0.9

P
re

ci
si

on

Alarm (HITON)

0.8

0.9

1.0

Alarm (PC)

0.8

0.9

P
re

ci
si

on

Sachs (HITON)

0.8

0.9

1.0

Sachs (PC)

20
0

50
0

10
00

20
00

size of dataset

0.7

0.8

0.9

P
re

ci
si

on

Insurance (HITON)

20
0

50
0

10
00

20
00

size of dataset

0.8

0.9

1.0

Insurance (PC)

as-is
w/ DD

0.4

0.5

0.6

0.7

R
ec

al
l

Alarm (HITON)

0.2

0.4

0.6

Alarm (PC)

0.5

0.6

0.7

0.8

R
ec

al
l

Sachs (HITON)

0.1

0.3

0.5

0.7

Sachs (PC)

20
0

50
0

10
00

20
00

size of dataset

0.3

0.4

R
ec

al
l

Insurance (HITON)

20
0

50
0

10
00

20
00

size of dataset

0.2

0.3

0.4

0.5
Insurance (PC)

as-is
w/ DD

Figure 4: Performances (in the order of F1, precision, and recall) with varying dataset sizes. Blue (w/ DD) and red (as-is)
lines are for with and without DEDUCE-DEP. Darker and light lines are for ↵ = 0.05 and 0.01, respectively. Error bars are
standard deviation.

tive reasoning is quite comparable to cases where it is not
applied. In cases where deductive reasoning was applied,
there were instances where both recall and precision in-
creased compared to scenarios without it. This phenomenon
can be explained by the interplay of false positives and false
negatives occurring during the structure learning process
[Armen and Tsamardinos, 2014]. False positives (in this
context, wrongly added edges) occurring in the structure
learning process can actually be induced by false negatives
from previous steps. False positives, in turn, can incur false
negatives (wrongly omitted edges), further propagating er-
rors. However, Tables 7 and 8 indicate that incorporating
deductive reasoning into the structure learning might help
break this vicious circle to some extent.

Computational cost. DEDUCE-DEP can be characterized as
a method that corrects unreliable test results by deductive
reasoning, adding new CITs if needed. Therefore, applying
our method to causal discovery algorithms may lead to an
increase in the total number of CITs performed, compared
to when it is not applied. In practice, our method efficiently
reuses previously conducted CI information during the struc-
ture learning process. However, despite its optimized imple-
mentation, we can reasonably expect that the total number
of tests may still increase.

An intriguing observation from Fig. 5 is that in cases where
data is scarce, such as when n = 200, 500, 1000, there isn’t
a significant increase in terms of the number of CITs and
time compared to the original algorithm. These observations
are particularly pronounced in the PC algorithm compared
to HITON-PC, primarily due to the dependent nature of the

HITON-PC algorithm on a target variable. According to
Tables 7 and 8, the application of deductive reasoning in
these regimes yields a pronounced performance improve-
ment. These results indicate that our method efficiently cor-
rects unreliable CI statements, adding only a few new tests.
However, as the amount of data increases further, we can
observe a trend where the runtime increases along with the
number of CITs performed. In addition, for relatively large
data sizes, such as n = 2000, it can be noted that applying
deductive reasoning results in significantly more additional
tests compared to when it is not applied. This gap can be
attributed to the fact that as the data quantity increases,
the reliability of tests also increases accordingly, but our
methodology continues to examine every independence en-
countered in the causal discovery process with suspicion
through deductive reasoning. Thus, if a sufficient amount of
data is available, the necessity of our methodology might
diminish. However, such a conclusion does not contradict
the rationale behind our method, since it is primarily devised
to effectively improve structure learning under data-scarce
scenarios.

6 RELATED WORKS

In discussing various approaches to addressing unreliable
CITs, there are two main perspectives: namely, an internal
perspective focusing solely on the test itself and an external
perspective taking into account relationships with other tests.
The internal perspective involves seeking solutions within
the confines of a single statistical test, such as enhancing its
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tive reasoning is quite comparable to cases where it is not
applied. In cases where deductive reasoning was applied,
there were instances where both recall and precision in-
creased compared to scenarios without it. This phenomenon
can be explained by the interplay of false positives and false
negatives occurring during the structure learning process
[Armen and Tsamardinos, 2014]. False positives (in this
context, wrongly added edges) occurring in the structure
learning process can actually be induced by false negatives
from previous steps. False positives, in turn, can incur false
negatives (wrongly omitted edges), further propagating er-
rors. However, Tables 7 and 8 indicate that incorporating
deductive reasoning into the structure learning might help
break this vicious circle to some extent.

Computational cost. DEDUCE-DEP can be characterized as
a method that corrects unreliable test results by deductive
reasoning, adding new CITs if needed. Therefore, applying
our method to causal discovery algorithms may lead to an
increase in the total number of CITs performed, compared
to when it is not applied. In practice, our method efficiently
reuses previously conducted CI information during the struc-
ture learning process. However, despite its optimized imple-
mentation, we can reasonably expect that the total number
of tests may still increase.

An intriguing observation from Fig. 5 is that in cases where
data is scarce, such as when n = 200, 500, 1000, there isn’t
a significant increase in terms of the number of CITs and
time compared to the original algorithm. These observations
are particularly pronounced in the PC algorithm compared
to HITON-PC, primarily due to the dependent nature of the

HITON-PC algorithm on a target variable. According to
Tables 7 and 8, the application of deductive reasoning in
these regimes yields a pronounced performance improve-
ment. These results indicate that our method efficiently cor-
rects unreliable CI statements, adding only a few new tests.
However, as the amount of data increases further, we can
observe a trend where the runtime increases along with the
number of CITs performed. In addition, for relatively large
data sizes, such as n = 2000, it can be noted that applying
deductive reasoning results in significantly more additional
tests compared to when it is not applied. This gap can be
attributed to the fact that as the data quantity increases,
the reliability of tests also increases accordingly, but our
methodology continues to examine every independence en-
countered in the causal discovery process with suspicion
through deductive reasoning. Thus, if a sufficient amount of
data is available, the necessity of our methodology might
diminish. However, such a conclusion does not contradict
the rationale behind our method, since it is primarily devised
to effectively improve structure learning under data-scarce
scenarios.

6 RELATED WORKS

In discussing various approaches to addressing unreliable
CITs, there are two main perspectives: namely, an internal
perspective focusing solely on the test itself and an external
perspective taking into account relationships with other tests.
The internal perspective involves seeking solutions within
the confines of a single statistical test, such as enhancing its
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Contribution
▶We proposed a practical correction method for unreliable CITs by

leveraging rules derived from graphoid axioms.

▶Our method can be effortlessly adapted to any constraint-based structure
learning algorithm.

▶Empirical evaluation reveals that our method properly corrects the
unreliable CITs, improving the performance of structure learning.

Future Work
▶Combining our method with false positive control methods might ensure a

more robust causal structure learning.


